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1. Introduction

Two-dimensional deptfaveraged (2D) hydrodynamic models are numerical algorithms that
simulate the spatial pattern of depth and velocity in a river. These models can then be used for a
wide variety of practical applications involving floodmdation, sediment transport processes,
geomorphic change, riparian vegetation succession, and aquatic physical habitat. There are many
2D modeling computer programs and each can have a different functionality depending on what
applications it emphasizeshdarefore, for apparticular application it is wise to run tests to make

sure that a given model is suitable for that use.

Recent advances in computer modeling provide a potential for a different product to offer
advantages that could outweigh the beseditconsistency with regards to continuing with the
same software. No two modeling software packages will produce identical results, but with the
amount of LYR research that has been done using results frolAaI3RHvould be

indispensable for the new rdel to produce results that can be justifiably compared to the
previous SRF2D results and subsequent analyses.

1.1. SRH2D

Sedimentation and River Hydraegid Two-Dimensional (SR¥2D) is apublic-domain2D model
developed by Yong Lai of the U.S. Bureaueafd®nation (Lai, 2008 5RH2D is a very stable

and computationally efficient model. The current version of the flow hydraulics model is v.2.2,
though there is a version 3.2 that adds mobile bed sediment transport aSRI&RD is

certified by the U.S.ddleral Emergency Management Agenceyieetng NationalFlood

Insurance Programequirements for flood hazard mapping activitiesluding both steady state
and unsteady hydrograph simulatiodswebsite about SRBD is available at the URL below:

https://www.usbr.gov/tsc/techreferences/computer%20software/models/srh2d/index.html

SRH2D requires independent software for computational mesh generationtheitommercial
software known as th8urfacewvater Modeling System® (SM8) Aquaveo, LLGProvo, UJ

serving as a common graphical user interfacéhfepurpose SRH2D uses a hybridtructured
unstructured, arbitraribshapedcomputationaimesh using bth quadrilateral and triangular
elementsThis provides the benefit of yielding a mesh that is carefully designed by an expert to
match the river setting for the model application.

Pasternack (2011) is a textbook that provides training in the use cPBRid well as workflows
for using 2D model output for a variety of spatially explicit geomorphic and ecological analyses.

1.2. TUFLOWGPU

TUFLOWGPUis one of threeeommercial 2D moels developed byand available frolBMT

WBM Pty Ltd Huxley and Syme, 2016YBM Pty Ltd2016). Like SRH2D, TUFLOWGPU is a
very stable and computationally efficient mod@&JFLOWGPU has been tested against several
international flood challenge scenarios and found to perform Wedl.current version of
TUFLOWGPUIs 2016-03-AE and this is compatible with 6Bit operating systemsA website
aboutTUFLOWGPU is available at the URL below:


https://www.usbr.gov/tsc/techreferences/computer%20software/models/srh2d/index.html

http://www.tuflow.comlTUFLOW.aspx

TUFLOWGPU has several options for computational meslemgg¢ion including the freeware
QGIS, the widely used commercial software ArcGisd several commercial graphical user
interfaces including SMSUFLOWGPU uses a fixed square grid, so it takes very little expert
decisionmakingand troubleshootingo create the mestand the mesh resolution can be
changed with a simple edit to one line of texthe geometric control fildzurther time saving
measureare incorporatedh the preparatory stages of model developntierdugh
standardization of procedures that additional river scenarios may be devaiogpackly. There
is also high efficiency througiutomated batching of many simulation&JFLOWGPU also
outputs its results in a raster grid format, which eliminates the nequb&tprocessingteps
thattake hybrid mesh point outputs and interpolates them to a mesh (Pasternack, 2011)

Given a fixed mesllUFLOWGPU is ideally suited fgrarallel processinthat fundamentally
changes the utility of 2D modelirigr science, engineering, and managemiasllel processing
means thad computer programan split one large model into many small pardthensolve

the parts simultaneously taking advantage of all available computer procAgsersonal
comput er s mot her b &@prodesspaores dbriyrentrahprocegsing lass 2
(CPWs). Most 2D models cannot perform parallel processing, and if they could, they would
likely be limited to the number of cores on a single CPU. To take advantage of multiple CPUs
requires additional programmingnd featuresMeanwhile computers also have a Graphics
Processing Un{{GPU) to handle the display of graphics on a monB&cause of the demand by
video game players for ever better graphics andgbecated robust market for gaming

hardware andoftware,the power and future growth of GPUs is much more dynamic than those
for CPUs. e company NVidia has produced individual GPU cards for desktop$tas their
proprietary Cuda parallel processing architecthed now have thousands of corest 1-20

like ona CPU For example, the current flagship consurmgeadeGRU card, the Gefiwe GTX
1080Tij, has 3,584 cores and costs $700 from retaileérs.n si der i ng t hat t he
1080 model only had 2,560 cores, the rate of improvement of GRupisssiveTUFLOW

GRU can also run across multiple GPU cards in pardllete thatTUFLOWGPU does require

the CPU for model prprocessing steps. BMT WBM Pty Ltd provides a website that shows
hardware benchmarking results for different CPU and GPU c@tibins at this URL:

http://wiki.tuflow.com/index.php?title=Hardware _Benchmarking

1.3. Lower Yuba River 2D Modelidg the20062008 Map

The 37.2km lower Yuba River (LYR) draiB480 kn? of Dry Summer Subtropical mountains
and flows east to west from the Sierra Nevada foothills downstream of Englebright Dam to its
confluence with the Feather Rivé&igurel). The river segment is a singleead channel (~ 20
emergent bars/islands at bankfull) with low sinuosity, high widtdepth ratio, and slight to no
entrenchment (Wyrick and Pasternack, 2012). The river corridor is confined in avgédegd
bedrock canyon for the upper 3.1 river kilometers (RKM), then transitions first into a wider
confined valley with some meandering through Timbuctoo Bend (RKM328(, then into a
wide, alluvial, lowland valley downstream to the mouth.

From 20062008 the topography of the LYR corridor was mapped, except for the short canyon
section of the Narrows. Complete details of the methodology, including spatially explicit
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uncertainty analysis, as well as a discussion of the implications the DEM differengsgava

on the interpretation o favailableein Rastemack (200@aneys c a p e
et al. (2012) and Pasternack et al. (201Qutside the 880 cfs (24.923s) inundation area,

points were mostly collected with LIDAR, yielding aarage grid point spacing of one point

every 0.43 m. (554 pts/100 #n Within the 880 cfs inundation area, points were collected with

a mix of LIDAR, boabased singkeam echosounding and ground surveys, yielding a lower

average grid point spacing of opeint every 1.3 m. (59.8 pts/1004n

Barker (2011)Abu-Aly et al. (2013)and Pasternack et al. (2014) reported the details of SRH
2D modeling ofthe 37km lower Yuba River (LYR). Five model domains were used to divide the
river into smaller computatial meshes to manage run timescepthat there was no model
domainfor the Narrows Reach that is an inaccessible calagiing a topographic mag-igure

2). Breakirg the river into discrete domains afforded the important benefit of allowing
observational data collected at model breaksetased to condition model runs andprove

model result- astandard procedure known asita assimilatior-or a variety of Yubacg&ord

River Managementeamstudies(YARMT, 2013)Yuba River Development Proje¥RDR
relicensing studies, and academic journal articles, theZRinodel of the LYR was used to
simulatesteady stathydraulics at 28 discharges from 300 to 110,400 Bfe SRF2D model of

the LYR met or exceeded all model validation tests for water surface elevation, depth, velocity
magnitude, velocity directigrand mass conservati¢Barker, 2011)
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Figure 1. Locatlonof the Yuba watershed ithin California in the western U. S The LYR is the
segment from Englebright Dam to the confluence with the Feather River
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Figure 2. Map of the LYR shwing thefive hydraullc modellng domain reacheand the
Narrows Reactihat was not modeledFrom YCWA (2013).

1.4.  Why Switch From SRBD ToTUFLOW?

The SRF2D modeling of the 200@008 map of the LYR is complete. There is no need-to re
develop models in any other program given the availability of these mesddt. In 2014 a

new topographic map of the LYR was produced, as will be explained in detail shortly. As a result
there is a need for new 2D models for the newer map. Notably, the new map includes the
Narrows reach, creating the ability to make one 2D mfsdel Englebright Dam to the Highway

20 bridge, because it is problematic for a variety of reasons to have a model boundary in the
vicinity of the confluence with Deer Creek and another at the head of Timbuctoo Bend. Given

the speedof TUFLOWGPU, it is wothwhile to consider what benefits or penalties would arise

from switching to using it instead of SRD.

The number of computational elements in each 2RHnodel domain for the LYIR the 2008
mapvaried, as three different meshes were used for each chadain to span different

discharge rangekven divided into five domains, the meshes are |arggically there were

hundreds of thousand® over one milliorcomputational elements in each mesh, so the run

time for an individual simulation was geneyallays to weeks$-or example, the DGR mesh for

flows of 100010,000 cfs has 1,333,183 computational célsme of the meshes included

backwater areas separated from the main stem river by a sill, which necessitated that very small
inflows be added at thepstream end of each backwater to fill them. This replicates the natural
process of hyporheic flow that causes water to seep through gravel/cobble bars into the heads of

7



backwaters, so that is a reasonable modeling approach. However, the problert takbkata

very long time for the backwaters to fill up at such a low discharge. A procedure was developed
to run a model with a higher backwater inflow to fill the backwaters and then drop those down
to the normal small value just as they became fulenEkiis approach adds days to weeks to
model simulations, primarily impacting the first simulation of the lowest discharge for a given
mesh. Higher discharges are run using the output of a loseharge simulation as an input, so
those do not require aackwater filling computation every time. Finally, the drought of 2012
2016 necessitated running very low discharges, and these require the longest run times of all.
Overall, the entire process of running computational meshes with hundreds of thousands of
computational elements takes a long time. The work got done and the results were used for
many applications, but it took a lot of time and limited analyses to 28 discharges, with relatively
few flood discharges simulated.

As a test, a simulation of the Z200GR model domain that took 20 days to solve (only counting
simulation time) was reeveloped and run usinpUFLOWGPU to see how the run time
compared. ThEUFLOWGPU version was identical in terms of its model parameterization and
mesh resolution, butitferent in its mesh structur&UFLOWGPU completed the simulation in ~ 5
hours Reducing run time from 20 days to 5 hours is transformative in terms of what can be
accomplished over a given time spanalternately it could allow for even higher resmio

models and larger model extents.

For the newer 2014 map, a single SRBI mocel from Englebright Dam to theigthway 20

bridge necessitates including a small inflow for Deer Creek, and this creates anotigr spin
problem similar to that for the backteas described in the previous paragraph. Also, it is a very
large computational domaiim SRH2D, the lowflow mesh ha4,315,635 computational cells.
Running this model domain in-3Rltakesiterallyone month at the first IowfwhereaBUFLOW
GPUsolves the same domain in the same respRitionrsOnce again, going from 30 days to 3
hours is fundamentally transformative in terms of what is possible.

2. Purpose

Given the dramatic difference in computational time between8RBENdTUFLOWGPU,

further progress in nearensus river science involving larger model domains and meter to
submeter mesh resolution would benefit greatly from usidgLOWGPU. However, there is

no point in using a model if the results it produces are inaccurath. 3H2D andTUFLOW

GPU have been vetted through a variety of model-rderparison studies for flood hazard
scenarios, butUFLOWGPUhas not been thoroughly vetted for a wide range of discharges in a
complex gravel/cobble river like the LYR.

There aréawo ways to go about vettingJFLOWGPU for use on the LYR. First, one could

collect observational data and do a model validation analysis (Pasternack, 2011). That would be
beneficial, but it would not address the fact that one of the uses of new nmd20d.4 is to

compare against the 2008 results to help understand how the river has changed. Second, one

could do heaeto-head analysis of model results for SEHandTUFLOWGPU when each is

used on an expert basis to produce the best possible model results given the same mesh

resolution and similar model parameterization. In this scenario, one cannot say which model is
orighté, because t her e thatdetermmationbHowever,atecaonal da
identify the similarities and differences, and this becomes informative to know what to look out
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for when comparing results between the two models. Ideally, both model validation and model
inter-comparison should be den

The purpose of this study wasperform a model intecomparisorto evaluate the difference in
model output between SRED andTUFLOWGPUfor the LYRusing the new 2014 topographic

map with steady state, baseflow discharges. These low flows aresthehaltenging to simulate
accurately due to the greatest variety of hydraulic conditions associated with the inverse
relationship between depth and velocity common to this scenario (Brown and Pasternack, 2008)
Theprimary performance testing involvedantifying the statistics fodeviations irthe

magnitude of deptliD), velocity(V), and water surface elevation (WS&gcondarily, GIS maps

were used to inspect model differences to understand their spatial patterning. Also, 2D velocity
vectors were inspéed to see if the two models yielded similar 2D flow patterns, including eddy
recirculations.

Direct model validation ofUFLOWGPU and SRI2D against observational data has been
done, but will not be reported in this report to keep this report focubestead, those
validations will be reported in a separate model validation report.

3. 2014 LYR Topographic Map and 2D Models

In 2014 the topography of the LYR corridor wasmapped using more advanced technology

and better data processing methods (WeberRasternack, 2016). This time, the entire LYR

corridor was mapped and it was done at a much lower discharge, which meant more of the

terrain was accessible for né@irared (NIR) LIDAR mapping. This time, green LIDAR capable of
mapping channel bathymetdownto~31 56 dept h was wused i n conjun
LiDAR that yielded a higher point density, even through vegetation. Combining green and NIR
LiDAR instruments also insured seamless mapping across the/déeidboundary. This time,
multibeamechosounding was done to map deep areas in detail. Other additional technologies

and methods were used to produce a significantly better map. Compared to the point density
numbers previously stated for the 208608 map, this time there were 512 pts/108imthe

water and 1317 points per 1002on barelandt hat 6 s about ten times mol
than before and more than double the bare land dagure3 shows the detrended map with

geomorphic reach breaks to see topographic variability within the LYR.

New 2D models have been built for the 2014 LYR map using both2BRithd TUFLOWGPU.

Both types of models were set up with the same resolution and thepsaameeterization to the
extent possible. In both cases, the model is actually composed of four independent
computational base flow meshes whose results are merged to produce one overall result for the
entire river. The meshes do not necessarily align ggtimorphic reaches, as there are eight
geomorphic reaches compared to the four model domains. The four model domains from
upstream to downstream are given the following names based on their starting and ending
locations: Englebrigkib-Highway20 (EDH20), ijhway20to-DaguerrePoint Dam (H20DPD),
DPDto-Marysville gag(DPDMRY) and Marysville-Feather RivelMRYFR).



Daguerre Point Dam Reach | %

(D) Hallwood to Marysville 0 05 1 2 km
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Figure 3. Detrended LYR DEM that shows local topographic variabiliBlack double lines
show geomorphic reach beks. Elevation is shownfrom4 6 6 ( dar k bl ue)

4. Methods

4.1. Test Flows

Two dischargesccurring on the same dayere analyzed for this model comparison based on
available observational data to subsequently validate the models in a segperdtélhe EDH20

t

0]

and H20DPD model domains upstream of DPD were run at a flow of 543.5 cfs. The DPDMRY
and MRYFR models below DPD were run at a flow of 398 cfs. These values correspond to the

flows and diversions reported by CDEC that occurred on Septe2@h@014, the date of the

LiDAR survey flight used to produce the 2014 LYR map.
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4.2. Model Run Times

StartingSRH2D model runs from dry is time consuming as thedel domain hastofirgt f i | | 6
with water before the results chegin toconverge on a finaésult.In addition, the three
downstream domains have deeper backwater areas that take even longdrtie fitial model

runs in SRH2D were starteding the water level frompreviousmodel run of a similar flow

and not from dry therefore shaving dayif not weeks)ff of the total run timeEven so, the

final SRH2D models were run for 6, 14, 7, and 6 dg¢HH20, H20DPD, DPDMRY, and
MRYFRrespectivelybn a2-yr old workstationcompute.

In stark comparisomo SRH2D, the EDH20 modelook only 4 hours22 minutes to run starting
from scratch usingUFLOWGPU.From upstream to downstream, th@eeothermodelsran
for 5 hours 15 minutes23 hours 8 minutes, and 2 hours IBinutes respectivelyThose times
includethe time it took for dackwated i | | i. Thig $hows thenincredible efficiency of the
TUFLOWGPU softwareompared to SRI2D. SpecificallyTUFLOWrun times were 7 to 64
times faster than SRED.

4.3. Data Analyses

Model outputs fromall modeldomairs were merged to create one overall result for the entire
rverModel outputs of water depths similar to th
extraneous as it is not conclusive that there would be surficial water at that location. Some 2D
modds have the ability to set a lower bound constraint to depth for use during modaling

not SRH2D. Otherwise, standard practice is to remove model outputs with locations whose
depth is below a cutoff value depending on the riverbed. The mean grain size in the-LYR is

0.33 ft, therefore locations with deptk€.3 ft were removed prior to any analydis addition,

some aresof the LYR werexcluded from analysjsncluding (i) the Narrows Reacfj) the

section fromEnglebright Dam to two channel widths past terrows 1powerhouse(iii) the

area adjacent to Daguerre Point Damd (iv)backwaterand heally vegetatd areasEach area

was excluded for a different reason, but the primary aim was to have locations where the
comparison would be as fair as possible, and these four areas each raised concerns for the inter
comparison.

For SRH2D, rastes of WSE, D, and V were created using the same procedure from Pasternack
(2011) that was used for the 2008 LYR model. RAFLOWGPU, the model natively outputs

the desired rasters. The main intmmparison involved subtracting one raster form the other t
obtain the deviation raster using the Spatial Analyst Raster CalcDlatoations were calculated

as SRK2D minus TUFLOWGPULto have a standard proceduikhe finaldeviation raster files
wereanalyzed using th2onal Statistics as Table tools in Al8Ghevitably, any two models will
have some spots where there are differences, but the main question is whether the statistical
parameters of the deviation rasters indicate a significant difference in the models.

5. Results
5.1. Water Surface Elevati®@tatistics

The mearsigneddeviation folWSEwas -0.03 ft (9 mm), which is onetenth of the mean bed
grain size for the LYR. The unsigned standard deviai®02, which is small and shows that
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95% of deviations are within @ ft. These resultsupportthe null hypothesis that thenodels

yield the sam@&VNSE results. The maximum deviations of up to 0.94 ft occur along bedrock and
boulder banks where the difference in topographic interpolation to the computational meshes
yields significany different grouml elevations, which in turn causes the WSE to be different.

WSEdeviation, ft (all)

signed unsigned
mean -0.03 0.04
median | -0.03  0.03

std dev | 0.02 0.02

min -0.94 0.00
max 0.52 0.94

5.2.  Long Profiles dVater Surface Elevation Deviaton

In order to provide a visualization of the WSE results, scatter plots were proasioad
profilesabove and below DPWIth values from the WSE deviation ragt€igure4, Figure5b).

Using ArcGIS, a tihaeg line was delineated usitige Least Cost Path tocand an inverse

momentum (/(D*V?2)) rasterwas maddrom the TUFLOWGPUhydraulic simulatiorresults.

Station points were created at-filintervals along the thalweg line and WSE deviations {SRH

2D minusTUFLOW) were extracted at each poiiiihe plots sbw that the majority of WSE
deviations along the thalweg are very close to zero with a maximum unsigned deviation of 0.41.
The mean and median of the WSE deviations along the thalw@@4dt.

0.4

0.3

0.2

0.1
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'0.5 T T T

0 10000 20000 30000 40000 50000 60000 70000
Distance Along Tuflow Thalweg (ft)

Figure 4. Water surface elevation deviations (SR minus TUFLOW GPU) in feet Shown
for above DPD.
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